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Abstract - Meaningful Learning requires that the learner

algorithms which are efficient in terms of time asphce [1]-

must consciously choose to relate the concepts and [3].

propositions in some substantive way to what releva
past knowledge already exists in the learner's codfive
structure. In fact the richness of meaning for a cocept
increases exponentially with the number of meaningd
propositions that relate that concept to other conepts in
the concept map. Concept formation and concept
assimilation in a given domain advances learning ira
natural way but meaningful learning at the interface of
different domains poses new challenges. The languag
terminology, and the nomenclature of Mathematics &
Computing are very different from that of Molecular
Biology. Thus making direct propositional links betveen
concepts belonging to such diverse domains may ba a
uphill task if not impossible. We need to design ahinsert
new concepts at the interface of the two domains;evcall
such concepts as Bridging Concepts as they bridge link
concepts belonging to Computing and Molecular Biolgy.
The major challenge is to assimilate these Bridging
Concepts in both domains. In this research, we sHal
describe our initial experiences of teaching and &ning
in a standard course on Computational Biology offezd to
students majoring in Computer Science and Computer
Engineering at the Lahore University of Management
Sciences, Lahore, Pakistan.

Index Terms- Bridging Concepts, Concept maps, Class

Room Learning, Molecular Biology, Computer Scieraed
Hybridization of Probes.

INTRODUCTION

Molecular Biology had progressed significantly hetfirst
twenty years after the discovery of the doublexhadi the
mid fifties. Then came a number
breakthroughs in the sixties, seventies, and aghthat
made it possible to read, understand and maniptiateery
basic code of life that is the DNA. This revolutimnbiology
in the last forty years has not only created nelwfalids like
Bioinformatics or Computational Biology, it has @ls

impacted the science and engineering of algorithms.

Molecular Biology has in fact become the largesirse of
new algorithmic problems and because of the immeime
of the data involved there is a growing need tagtebetter
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of technological

In this research, we shall be closely looking a th
problems of learning at the interface of computiagd
molecular biology. Our world view of the interfatalows
the route number 3 in Fig. 1; this starts from ¢bacepts of
molecular biology, creates a high level abstractama
model from a problem in molecular biology and theaps
the model on a number of known problems in algorgh
The model is in fact a bridging concept between matng
and molecular biology without which it will be alsto
impossible to use tools and techniques from computo
solve problems in biology. We claim that learningtiae
interface of the two domains is significantly fa#eied
provided we spend enough time in understanding the
respective bridging concepts.
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Requires
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FIGURE 1
DIFFERENT WORLDVIEWS REGARDING THE INTERFACE OF COMPUTINGND
BIOLOGY. THE ROUTE NUMBERL IS FOLLOWED BY TRADITIONAL
BIOLOGISTS NUMBER 2 IS COMMON AMONG TRADITIONAL COMPUTER
SCIENTISTS WHILE WE INTEND TO FOLLOW ROUTE NUMBER3.

It is interesting to note that the traditional lbigist has a
different worldview of the interface. This has bedapicted
in route number 1; he or she does not worry abbst t
abstractions or the algorithms and simply concéstran
using a software package provided one such packeiges.
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The traditional computer scientist’s point of viesdepicted
by route number 2. It starts from an abstractiossaing
that someone else has done the intellectual wodcexting
an abstraction), selects a suitable algorithmiaitsm and
then designs and engineers appropriate softwaie.dtite
evident that the real challenge lies in route nuntevhere
one starts with the understanding of a problem the (
language of) molecular biology,
abstraction, and then maps it into one of the knpvablems
in (the language of) algorithms. This obviously e/ the
whole spectrum of problem solving in a domain dkesce
using the tools, techniques, and abstractions afthen
domain [3].

The interface between computing and molecular giplo
produces exciting challenges both for computer niisies
and biologists. Computer scientists have to studjeoular
biology and biologists have to study computinggéeneral,
and algorithms, in particular. There is a growiagdency in
which many biology major students are taking soow of
fundamental course in algorithms while curious catap
science majors have started taking interest in sgsurin
molecular biology. This pattern has become quitarmon in
graduate studies and research [1] & [2].

In this paper, we shall describe our initial expades of
teaching and learning in a standard course “Contipuia
Biology” offered to students majoring in Computegiefice
and Computer Engineering at the Lahore Universify
Management Sciences, Lahore, Pakistan. There was af
graduate and undergraduate students and somerofhhd
earlier taken a basic course in biology at the umdeluate
level. For the course we have used the standatdtek by
Jones and Pavezner, An Introduction to Bioinforosati
Algorithms [1]. This paper is organized in the éalling five
sections. The next section describes the
opportunities offered by the interface of computiagd
molecular biology. Section 3 describes the problewfs
learning and understanding at the interface. Werdses our
experiences in Section 4. The paper concludesatiddes.

THE INTERFACE OF COMPUTING & M OLECULAR BIOLOGY

Grand problems posed by nature do not respecicatif
boundaries drawn between conventional disciplitiess in
order to solve challenging problems, practitioneetonging
to different disciplines should learn to work omiplems that
are obviously shared and also on problems that nate
obviously shared. Sometimes it requires a greatdmm
break the ice on such cross disciplinary problefsyin
Schrddinger was a renowned physicist and was fanfaus
his major contributions in wave theory. His bodk/Hat is
Life?”, published in 1944, has
generation of scientists to work at the interfaeiology,
physics and chemistry. Both James Watson, who datate
become a naturalist, and Francis Crick, a physisisitched
their fields and started working in the newly enieggDNA
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science after reading Schrodinger’s book. It ier@sting to
note that James Watson did not know much abounarga
physical chemistry before he started his pioneewngk on
the double helix while Francis Crick knew verylétbiology
[2].

Tools and techniques coming from other disciplimesy
provide perspectives that are not available othsrwa].

creates a suitabléfhese perspectives sometimes lead to a new integrat

explanation for the intricacies of a phenomenometimes
they open an entirely new subfield. The discovefythe
double helix was not possible without a sound krealge of
crystallography; it started a new subfield of malac
biology which borrowed tools and techniques fronygits
and chemistry, and has changed the face of comreiti
biology. In recent times, it was the sequencingahplete
genomes that brought computing to the forefronbiofogy
and has also identified the need of understandupgyrithms
in order to tackle biological problems [2].

Advances in computer hardware, computational tools,
and models have fueled the progress of MoleculaioBy in
the last decade of the 2@entury. Modeling and simulation
of biological systems or subsystems such as cellge h
encouraged computer scientists, mathematicians,
molecular biologists to work together on activitessdiverse
as pharmaceutical design to environmental analysiked
the interaction between computing and moleculalolip

and

ohas the potential to impact strongly on human heahd

society; this includes improved disease treatmeetter and
more robust food production, and efficient solusioto
environmental cleanup [2]. Nowadays, computing has
become an integral part of molecular and cell lggland
has enabled researchers to expand their scopeqgafryn
from gene sequence analysis to broader investigatiaf

excitingpiological complexity. As biological problems becem

bigger and more complex there is a growing neealfofmal
study of computer science, in general, and algmsthin
particular. It is interesting to note that compgtinot only
provides sophisticated tools or models; it can gdeavide
intellectual abstractions in order to get a beitsight into
biological phenomena and also a (language) platféom
studying such phenomena.

PROBLEMS OF LEARNING AT THE INTERFACE

Novak claims that organized knowledge is esserftal
effective learning, and it consists of concepts alvhare
perceived regularities between events and obj&uacepts
are in turn connected by propositions which forne th
cognitive structure of the learner. Novak has davia novel
tool, known asconcept map to model and represent

influenced an entireorganized knowledge in a cognitive structure [4pnCept

maps consist of concepts usually enclosed by siralkile
propositions connect two or more concepts usingiron
words or phrases in a meaningful sentence (se€Fig.
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FIGURE 2
A CONCEPT MAP SHOWING DIFFERENT CONCEPTS (BRAPH ALGORITHMS. THE MAP SHOWS CONCEPTS FROM GRAPH ALGORITHMB GENERAL, AND CONCEPTS
NEEDED FOR SOLVING THE PROBLEM OF SEQUENCING BY HYBRIDATION, IN PARTICULAR (SHOWN IN BOLD).

Instructional strategies that emphasize relatingv ne

knowledge to the learner’'s existing knowledge emnage
meaningful learning. Evaluation strategies thatoenage
learners to relate concepts they possess with rewepts
also encourage meaningful learning. According teukel's
cognitive psychology learning takes place by adaiion of
new concepts and propositions into the existingnitdg
structure [5]. This means that the amount of megfnin
learning of a learner depends upon the number
propositional links that he or she creates betwaldnand
new concepts in his or her concept map.

Sequencing by Hybridization
(From Molecular Biology to Graph Algorithms)

In terms of Molecular Biology: Given a probe
consisting of short single-stranded synthetic DNA
fragment, and a single-stranded target DNA
fragment, the target will hybridize, that is it Wil
form hydrogen bonds with the probe provided the
probe is a substring of the target’s Watson-Crick
complement. If we have a list of all possible p®be
of a fixed length that hybridize with the target
sequence then the problem is to reconstruct thg
sequence of the target DNA fragment.

In terms of Graph Algorithm 1: Find a
Hamiltonian path in a directed and possibly cyclic
graph.

In terms of Graph Algorithm 2: Find an Euler
path in a directed and possibly cyclic graph.

\1%

Box No. 1
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An important feature or facility of the concept mep
the inclusion of cross-links. These links represent
relationships between concepts in different domadis
knowledge. Cross-links encourage us to appreciate o
discover how a concept in one domain of knowledge i
related to a concept in another domain. Creation of
knowledge at the interface of two domains is esalint
discovering cross-links between concepts belonging
afifferent domains; such cross-links sometimes 1sgpTe
creative leaps on the part of the knowledge creafbe
challenge is to find cross-links between two dormaihere
scientists speak different languages, use veryerdifit
terminologies, nomenclatures, and even have differe
intellectual styles. Computer scientists and matkterians
may not be able to appreciate the complexity infere
biological systems while the biologists may be sicap
about the power of the mathematical models andatigins
used by computing people in their routine work. Waka
model which is simple enough to be manipulatedvituith
can capture the essential details of a biologicablem
creates a lot of intellectual tension between cdepu
scientists and biologists [3].

The Problem of Sequencing by Hybridization

We shall use a specific example in molecular bigjdbat is,
sequencing by hybridization, to analyze problemkeafning

at the interface of computing and molecular biologye
know that learning (at this interface) is equivalemfinding
appropriate cross-links between two concept mapg o
belonging to computing while the other belonging to
molecular biology. We present a concept map shoveng
hierarchy of algorithms in Fig. 2.
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FIGURE 3
CONCEPT MAP SHOWINGBRIDGING CONCEPTS NEEDED TO UNDERSTAND THE CONCEPT OF SEQUENCIR®GHYBRIDIZATION . THE CONCEPTS IN BOLD ARE THE
BRIDGING CONCEPTS WHILE THE CONCEPTS SHOWN ON THE LEFT BENG TO MOLECULAR BIOLOGY WHILE THE CONCEPTS ON THE RIGHBELONG TO
ALGORITHMS. THERE MAY BE A GREY AREA IN WHICH A CONCEPT MAY BE A BRIDGINGCONCEPT WHILE IT BELONGS TO EITHER BIOLOGY OR ALGORITHMAS
WELL. THE SPECTRUM OF ASEQUENCE IS A TRUE BRIDGING CONCEPT BETWEEN THE TWO DIFRENT DOMAINS.

It is quite evident that making direct propositibiaks AN EXAMPLE LEARNING EXPERIENCE
between concepts belonging to such diverse domsinst
possible (see Box No. 1 and Fig. 2 & Fig. 3). Wed¢o The above concepts of sequencing by hybridizati@mew
design and insert new concepts at the interfacth@ftwo  taught as part of a standard course “ComputatiBitabgy”,
domains; we call such concepts as Bridging Concepthey  which was offered for senior undergraduate and gt
bridge or link concepts belonging to Computing andstudents in the Department of Computer Sciencehat t
Molecular Biology. The Bridging Concepts for theoplem  Lahore University of Management Sciences, Lahore,
of sequencing by hybridization are shown in bold=ig. 3.  Pakistan. In order to maintain a reasonable amotinigor
The major challenge, as far as learning is conckriseto  in Computing as well as Molecular Biology, this ceeiwas
assimilate these Bridging Concepts in both dom§ihs& jointly offered by a professor of Computer Scieramed a
[7]. professor of Molecular Biology. After the complatiof the
Returning back to our specific problem, the conceptaid course, a number of students, who passecthise,
Spectrum ¢, ) of a sequence of letters is a bridging were randomly selected and then participated in an
concept between molecular biology and computingl Bn interviewing process based on the problem of secjngrby
equal to all strings of lengththat the sequencecontains.  hybridization. The interview was based on four nleduln
For example ifs = BIOLOGY then Spectrurs(3) = {BIO, the “Computing Basics” module, the students were
IOL, OLO, LOG, OGY}. The elements in the spectruraym encouraged to recall relevant concepts in Compufing
not appear in the same order, (in fact, they mayhave any  Algorithms). In the “Molecular Biology Basics”, coepts
order?) and the challenge is to find the strénggiven its  relevant to sequencing by hybridization were disedsand
spectrum. The sequencing by hybridization problem ithen tested. In the “Direct Problem” module, thelgpem of
molecular biology directly transforms into the sppem  constructing a DNA sequence from a list of all fioiss
problem while the spectrum problem can be transéokm probes that hybridize with an unknown target seqeeis
either into a Hamiltonian path problem or a Eulethp addressed without the help of an intermediate aigbrg
problem in directed graphs depending upon whetliemap  concept. If a subject fails to provide any reas¢mablution
every element of the spectrum into a node (seedjigr an to the problem then “Intermediate Stage” module is
edge of a directed graph (not shown in Fig. 3) eetipely. presented where the same problem is addressed waghin
the help of bridging concepts.
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FIGURE 4
CONCEPT MAP SHOWING OUFSURVEY APPROACH INCLUDING OUR INTERVIEWING PATTERNWHAT TYPE OF QUESTIONS ASKED AND HOW WE EVALUATEBN
INDIVIDUAL 'S PERFORMANCE

The concept map showing our survey approach isshowby itself is not a trivial exercise from the poiwit learning

in Fig. 4. It illustrates our interviewing strategg well as
our evaluation policy. A summary of the surveyabulated
in Table 1. The average performance in the “Conmguti
Basics” was the highest while the lowest perforrean@s
witnessed in the “Direct Problem” module. The agera
performance increased considerably when a number
intermediate or bridging concepts were introducétis
observation is further highlighted in Fig. 5 whémdividual
performances of all 20 subjects are plotted wittl ewthout
the help of bridging concepts.

CONCLUSIONS

We have addressed a problem of learning at thefact of
computing and molecular biology. We have faced tns

and cognition [11]-[14]. Our preliminary studiesvieashown
that this problem transformation is considerablgilf@ted
provided a number of bridging concepts are insdrttd/een
concepts belonging to molecular biology and alhong [6]
& [7]. It is interesting to note that the so callbddging

a@bncepts provide a domain independent platform tfer

conceptual traffic to move freely from one domainthe
other. We need to conduct more experiments to fired
effectiveness of varying levels of Bridging Concejiserted
at different locations. It will also be interestitg study the
performance of Biology majors as compared to Comput
Science or Computer Engineering students.
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FIGURE 5
GRAPH COMPARING THE PERFORMANCE OF INDIVIDUAL SUBJECTS

TABLE |

TABLE SHOWING THE GRADE AVERAGESOUT OF4.0) OF ALL TWENTY (20)
SUBJECTS PERFORMANCES IN INDIVIDUAL SECTIONSROW 5 SHOWS THE

SUBJECTS WHO HAD SOLVED THE PROBLEM POSED IN MODULFOF

INTERVIEW COMPLETELY WITHOUT USING HINTY BRIDGING CONCEPTS

PROVIDED IN MODULE4 OF THE INTERVIEW,

Module No. Module Description Average Grade / Score
1. Computing Basics B

2. Molecular Biology Basics C

3. Direct Problem Cc

4. Intermediate Stage B-

5. Able to Solve Directly 5/20 (Subjects)

(1]

(2]
(3]

(4]

(5]

(6]

(7]

(8]

(9

(10]
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