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Abstract - Some typical optimization problems like
knapsack problem, activity selection problem, coin
change problem and subset sum problem are taught in
different courses of theoretical computer sciencegr in
the different modules of the same course. A few dtifiese
problems can be solved in polynomial time but the ast
are NP-complete problems. Even though, every probte
has its own nature and description; however after
changing certain constraints, they become equivaléno
each other. These problems are discussed indepentign
in most textbooks which makes it harder for the stdents
to interlink them. Students get confused very easilwhile
transitioning between different problem domains eve if
one problem is described in the language of another
problem. In this paper, we have carefully analyzednd
investigated links between the aforementioned probims
and have also diagnosed the major causes of failuia
understanding. One of the primary reasons studentface
difficulty is that they have a tendency to rote lem. We
suggest that these problems and their algorithms shld
be taught simultaneously in a generic language ugn
super-ordinate learning, so that they may be ableot
maintain the currently missing links. We assert tha this
effort will empower the notion of meaningful learning.

Key Words - Algorithms, integrative reconciliation,
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INTRODUCTION

Learning new concepts is a complex but useful pacé
may either lead to meaningful learning or rote héay.
Meaningful learning builds strong concept maps [itl,
which concepts are properly linked with each othote
learning fails during retrieval of knowledge frohetexisting
concepts. If these concepts are not linked withheatber
properly then a lot of problems of reasoning, iafeing and
problem solving arise [1]. In the course of “Anasyof
Algorithms” taught at Lahore University of Managamhe
Sciences (LUMS), students are encouraged to deaisk
understand algorithms using discovery-based legrf2e8].
There are some traditional optimization problems
theoretical computer science like knapsack probkastiyity-

selection problem, subset-sum problem and coin gdan

problem [4,5]. All of them apparently belong to ieslly

different domains. But if we investigate them irptle then
some similar patterns arise. Traditionally, in tassroom
and various standard textbooks, these problemdiscassed
individually in different chapters and their simitees are

problems belong to different domains of problem
complexity. Some of them can be solved easily amdesare
very hard to solve, also known as NP-complete mblin
algorithms, difficulty is usually measured in termoftime
complexity. Some problems take polynomial amourtirog
and some take exponential amount of time. During th
various offerings of the course “Analysis of Algbrns”,
“Graph Theory and Algorithms” and “Computational
Biology” [3], we have observed that students alwayffer
when they are asked to identify the similaritiesd an
differences between various algorithms. Also, i& gmoblem

is described in the language of a different probletadent
fail to identify the underlying nature of problemmdathey
focus more on the language of problem, overlooking
objectives and constraints of that problem. Thégltethem to
entirely incorrect solutions [6,7,8]. We conducted
comprehensive survey in the form of questionnaires,
structured interviews and think-aloud protocol. @uended
subjects included students of undergraduate andugta
program who had taken at least one of the aboveiomeal
courses. Besides the survey, our previous dataeifiorm of
exams and quizzes [3] also reflect a lot of prolslémtackle
such questions. After analyzing all these evidences
present a panoramic way of teaching these probleyns
carefully identifying similarities and differencdsetween
these problems and their solutions, so that meéning
learning can take place. We also conclude that wibthe
time, students rote-learn these concepts in terfnshe
language of the problems, and they fail to identifye
underling interesting hidden constraints and objestwhich

make the problem nature easy or complex
[9,10,11,12,13,14].

PROBLEM DOMAIN
Knapsack problem, activity-selection problem, stibse

problem and coin change problem are typical optutign
problems in the field of theoretical computer scerand
have a lot of practical implications [4,5]. Allastdard
textbooks of this area discuss these problems aed t
solutions in isolated manner. Most of the timeriea is not

inable to capture their commonalities and differenekse, we

describe these problems as discussed in the literat
I. Knapsack Problem

A thief robbing a house finds some items. Each iteam a
weight and some associated worth. Thief has a latéps
whose weight capacity is limited. Thief has to pwéme
items intelligently such that knapsack is filled more than

overlooked. As far as solutions are concerned, ethes

Coimbra, Portugal

September 3 — 7, 2007

International Conference on Engineering Education 4CEE 2007



its capacity and total worth of the robbed itemsximum
[4].
I1. Activity-Selection Problem

The manager of a conference hall has to scheduleuga
activities in that hall. Each activity has someinked start
time and finish times. The hall cannot be used loyenthan
one activities at a time. Total duration of thel loglening is
also defined. Activities can be scheduled withiattiime
only. Objective is to select some of the mutuatlynpatible
activities such that maximum number of activitieaynbe
selected. Mutually compatible activities are thesgivities
which are non-overlapping with each other [4].

I11. Subset-Sum Problem

We are given a set of integers, and a fixed integpgy target
integer. We have to select some of the integers fthe
given set such that they exactly sum up to theetargeger
[4]. There are also some variants of this problem.

IV. Coin Change Problem

We are given some denominations of various coirtbs am
amount, say target amount. We have to find charighad
amount using the coins given in the collection

denominations such that minimum number of coinasied
to generate the change [5]. There are also soniantsirof
the same problem, like we may be given finite symdlthe
coin denominations, or we may be given infinite [Hypof

the coin denominations.

MEANINGFUL LEARNING

is a continuous process which removes the perceptua

barriers.
TEACHING ALGORITHMS

It has been frequently observed that most of thkehiag
resources discuss and teach various related prebserd
their solutions, independently. When the learnele@ning
one of the problems, he only concentrates on thatblem
because no learning support or motivation is predido
think it in a generic way. This leads to rote léagnthe
concepts [7,8,15,16]. These problems can be dieduss
generalized ways instead of just focusing on a lsing
example. When a learner is forced to focus on sicqodar
example like activity-selection problem, language
(vocabulary) of that problem hinders meaningfulriéag
and learner concentrates more on words of thatl@mob
instead of realizing the objectives to be achiewatt
restrictions imposed by the problem. We gathereth da
various forms to support these claims. Various erations
and quizzes of the course “Analysis of Algorithms],
questionnaires, structured interviews and sessinhink
aloud protocol support our claims. Students who tadken

ofthis course and know the definitions of aforemerdm

problems get easily confused if any of these problds

described in a general way or its vocabulary isralt. For
example, the subset sum problem can be describetiVas
have to schedule some activities in a hall. Eatiwigchas a
fixed duration, but there is no bound on start teme finish
time of activities. We have to select some of thgvdies

such that hall is 100% utilized.” If we carefullgdk at this
description, it exactly maps to the descriptiorsubset-sum

Learning is a continuous process which adds newproblem. But if rote learning takes place in thendniof

information to the existing information repositotylearner
is interested to relate new information with thésérg one
instead of just adding it, then he is attemptinganiegful
learning. When knowledge structures are properdyaoized
then it enhances meaningful learning [1,15]. If coacept is
introduced and learner feels difficulty to relatewith the
existing knowledge, then perhaps he is being pushedrds
rote learning. When perceived regularity of an éven
object is quite clear in the mind of the learnéert he may
feel comfortable to integrate it within the exigtiknowledge
structure. Progressive differentiation is a corims process
which
regularities in cognitive structure with the addlitiof new
knowledge. Sometimes, existing concepts don't rteede
refined contextually, but they are reconciled inr@egrative
fashion with the new concepts to enrich the cogaiti
structure or concept map. In the process of meéuning
learning, direct integration of the new conceptghwihe
existing ones is a very complex procedure. Theeesame
perceptual barriers which resist this integratiofhese
barriers can be easily and effectively crossedhdfre are
some facilitating concepts called subsuming cors;ept
Ausubel’s assimilation learning theory [1]. To emEo
meaningful learning, existing concepts and new eptg
should be properly linked. Teacher and learner Isbibuld
focus on creating these links. Creation of thesssimg links
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learner, then he will try to map it to activity-setion
problem with minor modification because of the Jmdary
used like “activities”, “hall” etc. So, if he attgats in this
way, it will lead him to incorrect solution becauaetivity
selection problem and subset sum problem belomgticely
different domains of problem complexity. Activitglection
problem can be solved in polynomial amount of tiarel
subset sum problem can only be solved in exporentia
amount of time. Though both the problems seem amil
apparently, but both of them need entirely différsplution

strategies. In the rest of the section, we willcdss and

refines the concept meanings and associatgeresent analysis of the data, we gathered to vétsesh

problems in learning and their solution to enhance

meaningful learning.
|. Structured Interviews

We conducted structured interview containing four
questions. Each question was described in the wtagbof
activity-selection problem. We also provided a 6§thames
of well-known problems and asked the audience tp the
description to one of the known problems. Our stiisje
included 25 students of undergraduate and gragwagram
who had taken the course “Analysis of Algorithmatavere
familiar with the standard definitions of these lgems at
least. Following list shows the questions askednfrevery
one:
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1. We are givenn activities (with given fixed start problems are very hard to solve exactly. For such

time and fixed finish time). All these activitiesag hard problems, approximate solutions are found.
be conducted in a single hall which is available 2. They utter mistakes while they are convinced that
from morning to evening, both times fixed. The problem is different and its language is misleading
objective is to select (some of) the activitiestisat They fail to properly map the problem from one
maximum number of compatible activities can take domain onto an equivalent problem in some other
place in the given hall. What is the idea to achiev domain. This observation also supports that there
this objective? are some missing links in their concept maps,
2. We are givenn activities (with given fixed start highlighted in figure 6. If we help them to add ko
time and fixed finish time). All these activitiesagp links, they feel comfortable and may avoid
be conducted in a single hall which is available mistakes.

from morning to evening, both times fixed. The
objective is to select (some of) the compatible
activities so as to maximize the sum total utii@at During the previous offering of the course “Anafyspf
of the hall. What is the idea to achieve thisAlgorithms” [3], we conducted anonymous feedback
objective? sessions at the end of every lecture. In theseiosiss

3. We are givem activities (with no fixed start time students had to fill up a form to mention the cqrosell-
and finish time). All these activites may be understood and concepts not understood. At theoéride
conducted in a single hall which is available fromcourse, we analyzed the data collectively lectuisewand
morning to evening, both times fixed. The objectivethe results shown in the figure 2 were obtaineder@iV
is to select (some of) the activities so that maxim learning was good, and number of concepts well-tstded
number of activities can take place in the givelh ha remained much higher that those not understoodmFro
while not exceeding the hall availability. What is lecture 9 to 12, a disrupting pattern came intonsceand
the idea to achieve this objective? when we investigated back then we found that irsghe

4. We are givem activities (with no fixed start time lectures, aforementioned optimization problems aimeir
and finish time). All these activites may be variations were discussed along with their recersiv
conducted in a single hall which is available fromformulations. Significant ratio of the studentsIddi to
morning to evening, both times fixed. The objectiveunderstand and interconnect these problems. Thieased
is to select (some of) the activities so that all frequency of misunderstood or poorly understoodcepts
100% utilized. What is the idea to achieve thisdemands the researchers to properly investigate the
objective? underlying problems in learning.

Figure 1 shows the results of these questions:

I11. Students Feedback Forms

@ Correct @ Incorrect ‘EIConcepts Understood m Concepts Not Understood ‘
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FIGURE 1 FIGURE 2
RESULTS OFSTRUCTUREDINTERVIEWS RESULTS OFFEEDBACK COLLECTED AFTEREVERY LECTURE
I1. Sessions of Think Aloud Protocol IV. Examinations and Quizzes Data
We conducted 5 sessions of think aloud protocol.oTw we also analyzed the questions of examinationsaizzes
important issues were observed during these sesssion of the same course [3] which were related to tipeeblems.

1. In the first attempt, people think in terms of Two quizzes were conducted and 51 students paatéipin
language of the problem instead of its structurehem. Quiz 1 was described in terms of the actisélection
which makes them away from the correct solutionproblem but it was actually imposing some striatsteaints
while mapping a given problem to a known and it was going to be equivalent to subset-surblpro. In
problem. If mapping is provided, they confess theirthis quiz, students performed poorly. Quiz 2 wascdeed in
incorrect approach. But they fail to realize theterms of the activity-selection problem and it veagariation
complexity of the solution and overlook the key of the activity-selection problem. Therefore stusen
causes which control the complexity of the solution attempted it in relatively better way. Figure 3 wiothe
Some problems are so simple that they can beesults of quizzes.
solved using a greedy approach, some problems
need dynamic programming to be applied and some
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RESULTS OFQUIZZES RESULTS OFEXAM

In one of the midterm examinations of the same s®{8], | Progressive Differentiation

eight questions were asked. All of them were dbsdriin  Learning is a continuous process and as this psoces
the language of activity-selection problem, butytheere  proceeds, cognitive structure becomes more and more
attacking entirely different kinds of problems. &g 4 precise and strong [1]. At the early stages ofrlieay, some

represents the percentage marks of all students. concepts may be poorly or vaguely understood. Beir t
perceived meanings are also vague. With the adipuisdf
OUR WORK new knowledge, those vague meanings start becomorg

precise and specific. So, in this continuous leagrprocess,
After analyzing the whole data, it is quite obvidhat there concepts progressively differentiate, and aftetaberperiod
are some serious problems in learning these coscepoftime, they achieve a desirable level of speityfifl].
Though students know all these concepts indivigudllt
they miss some very important links between thaseepts. In our proposed model of learning and teaching ritlyms,
These missing links have been highlighted in fighirén this ~ we suggest to keep the concepts very vague aalisithges
section, we propose a panoramic way of teaching andf learning, so that learner is forced to removeiguities
learning such problems and discovering their atgoric  from these concepts and make them more specific.
solutions. We think that this way of teaching aedrhing  Specifically, when any of the aforementioned praoideare
will enhance meaningful learning. discussed, learner should not be spoon fed with the
description of these standard problems at eatigyes. Start
teaching using generic terms, e.g. object selegiohlem.

Set of n Integers (S)

of Various Coins (S)

Items (n)| Activities (n)l

Collection of Denominations]

has has has
- f/ ~ 22 .
Profit o Weight of Start Time of End Time of An Integer M fi
Each Object Each Object Each Activity Each Actlwtyl An Amount M
[Ssack Capacity M (Hall Capacity M
Subset of S whose Minimize No. of Coins
elements sum upto M whose Sum is exactly M

Maximize No.
of Schedules Activites
in the Hall

+

Activity Selection
Problem

Maximize Profit within M

Coin Change
Problem

Knapsack
Problem

Subset Sum
Problem

—

is
Can be solved
- using Polynomial Time
NPPE;[:‘::te Solvable Problem
Greedy Approach

Can also be
/solved using

Can be solved
using

Dynamic Programming
Approach

Can also be
solved using
»

Approximate
Solution Approach

FIGURE 5
WEAK CONCEPTMAP
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\supply of coins,’

7
+ If each object has equal®
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~ - - e I - I . - ~
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Problem \ Olvable Froblem \hen can be solved using/)

Can also be
solved using

Dynamic Programming

Can be solved Approach

using

Can also be

solved using
»

Approximate
Solution Approach

FIGURE 6
EXPERT CONCEPTMAP

Here, objects are not defined. Later on, thesectdbjmay be I1l. Concept Assimilation

specified as activities, items to be robbed, somtegers or
coins. Similarly, when we talk about object seleati no
constraints or objectives have been mentioned. them
progressively differentiate in the cognitive sturet of the

learner.

I1. Integrative Reconciliation

Learner acquires new concepts and integrates thigmtive

Sometimes, existing links may need to be modifl2dring
teaching, when object selection problem is preskras:

“Select some objects such that their total weigbesth't ~ shown in figure 5.

exceed the given threshold, and total profit is imézed”.
Learner is moving towards knapsack problem. If this
knowledge exists and now learner is posed a differe In our proposed model of teaching these problems, w
suggest to introduce some super-ordinate conceptshat
commonalities between these problems become apparen
the cognitive structure of the learner. All probterare
actually optimization problems which have to ackieertain
objectives in different practical domains. Folloggnare the

problem: “Select some objects such that threst®lohét to
maximum possible level and profit of each obje¢his same
as its weight.” Now, this is the crucial percepthatrier. In
conventional teaching, this new posed problem ughi&in
such a way that learner fails to link it with theepous
problem, because, this problem is a variation dfviag- salient guidelines to empower knowledge
selection problem. At this point, integrative recitiation [1]
is desirable otherwise meaningful learning will liermed. 1. Pose the problem in generic terms, like object
Teacher should take the previous problem and make

IV. Panoramic Picture: Super-ordinate Learning

appropriate transition to transform into this peshl| so that figure 6.

student is able to link the previous concepts with new set 2. Define the attributes of objects, like weight, fptrof
of concepts, as highlighted in the expert concegp wf the

figure 6.
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There are two broader categories of the conceptgifimary
concepts and secondary concepts. Primary concepttha
concepts involving core knowledge. Secondary cotscepe
supporting concepts which help to acquire new cptsce
Ausubel’s assimilation learning theory [1] namessth
secondary concepts as “subsuming” concepts. Subgumi
concepts facilitate flow of knowledge though thegeptual
barriers and provide a platform so that new corxemy be
existing concepts through some meaningful linkagesinked with previous concepts [1,17]. Dotted links the
expert concept map of the figure 6 are the subsgimin
concepts, which are missing in a weak concept naap,

meaningfully learning these problems and their @ms:

selection problem, shown in expert concept map of

etc, and mention the restriction of certain total
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3. Highlight that we have to optimize our selection Management Sciences, Pakistan. We gratefully aclaune
procedure to achieve certain objectives undethis support.

certain constraints.

4. Now, start defining constraints and objectives of
one of the problems, say knapsack problem.

5. Once the learner is comfortable in understanding
the problem, then as an example describe the
traditional knapsack problem in its own language.
So that, he may realize a practical applicatiothisf
constrained object selection problem.

6. Now, change the constraints and objective of object
selection problem, and ask the students to tramsfor
the previous problem into this new problem. This
transformation done by the learner with the
involvement of the teacher as a facilitator enhance
progressive  differentiation and  integrative
reconciliation. If this transition phase is carriedt
by the learner, then he will have better insighthef
changing complexity domains.

7. Repeat this process for each problem and keep on
progressively integrating it with the existing
cognitive structure. Eventually, this process wild
up with a panoramic picture as shown in the expert
concept map of the figure 6. In this paradigm,
general terms like objects act as super-ordinate
concepts. This paradigm is very similar to
discovery-based learning. In this paradigm, learner
discovers the missing or bridging concepts himself
with little bit support of the teacher. So, thisas
discovery-based learning which uses super-ordinate
learning at its core.

CONCLUSION

In this paper, we highlighted some problems andemual
barriers of meaningful learning. We observed thesblems

in various offerings of the theoretical computeliesce
courses like Analysis of Algorithms and Graph Tlyedro
support the claims of existence of these problesssused
data of quizzes and examinations, student feedback,
structured interviews and think aloud sessions. In
conventionally teaching, if we use an example tchea
problem, then students get involved in the vocalyutd that
example and take less of care of the underlyingsttaimts
and objective functions which really matter to make
problem trivial or hard. Finally, we suggested aqramic
way of teaching and learning these problems andr the
algorithmic solutions which is very close to diseoy-based
learning. Instead of using the example-based tagchi
method, we should discuss problems at an absteaet. |
This abstraction may be introduced by discussimgath
problems in a common abstract language. It willverd
students to think more in terms of the problemisglzage
and will help them to think more about the constisiand
objectives of the problem.
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